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Abstract—Covering arrays (CAs) are often used as test suites for combinatorial interaction testing to discover interaction faults of real-world systems. Most real-world systems involve constraints, so improving algorithms for covering array generation (CAG) with constraints is beneficial. Two popular methods for constrained CAG are greedy construction and meta-heuristic search. Recently, a meta-heuristic framework called two-mode local search has shown great success in solving classic NP-hard problems. We are interested whether this method is also powerful in solving the constrained CAG problem. This work proposes a two-mode meta-heuristic framework for constrained CAG efficiently and presents a new meta-heuristic algorithm called TCA\textsuperscript{*}. Experiments show that TCA\textsuperscript{*} significantly outperforms state-of-the-art solvers on 3-way constrained CAG. Further experiments demonstrate that TCA\textsuperscript{*} also performs much better than its competitors on 2-way constrained CAG.

I. INTRODUCTION

The requirement on more customizable software is increasing both for developers and for users. Comparing with regarding related programs as independent ones, organizing them as a family in which each program shares the same core set of functionaries is easier to design and implement. In these situations, highly-configurable software is increasingly becoming the trend of software development. By implementing systems as an integrated highly-configurable software, significant reuse can be achieved and thus the cost of development can be greatly reduced.

Nevertheless, the validation of highly-configurable software is more challenging than traditional software of comparable scale and complexity [1]. One main reason is that combination of specific sets of features may introduce faults. It is unrealistic to validate every feature combination as that means testing all possible configurations [2], [3]. Supposing there are 9 possible components, each with five settings, then there will be totally $5^9 = 1,953,125$ configurations to test. Therefore, an advisable technique to sample the configurations is called for.

Combinatorial interaction testing (CIT) has proven to be a very effective technique for discovering interaction faults of highly-configurable software. Covering arrays (CAs), by which any combination of the values of any $t$ parameters is covered at least once, is the most widely used representation of test suites for CIT. Covering Array Generation (CAG) is an important problem of CIT [4], whose task is to generate a covering array as small-sized as possible. Most real-world systems have constraints, and CAG algorithms for such systems should generate CAs satisfying the constraints, as ignoring these constraints would cause inaccurate test planning and wasted effort [5]. For constrained CAG problem, 2-way constrained CAG and 3-way constrained CAG are the most commonly studied.

Constrained CAG (as a generalization of the unconstrained version) is an NP-hard problem [4] and remains very difficult. There are two popular classes of practical algorithms for solving this problem: greedy construction methods [6], [7], [8], [9] and meta-heuristic search methods [1], [10]. Greedy construction methods can handle general cases of CAG very fast, but the size of CAs they construct is usually large and cannot be satisfactory in some real-world situations when the cost of testing a configuration is expensive [1]. Meta-heuristic search methods can deal with general cases of CAG, and are also able to generate smaller CAs compared to greedy construction methods. Therefore, meta-heuristic search methods become more favorable as the cost of testing increases [1].

Meta-heuristic search algorithms have shown great success in solving NP-hard problems. In particular, a meta-heuristic framework called two-mode local search has been recently shown to be very effective for classic NP-hard problems such as Boolean Satisfiability [11], [12], [13] and Maximum Satisfiability [14], [15]. A natural question is whether two-mode local search is also efficient for solving the CAG problem. In this paper, we propose a two-mode meta-heuristic framework for solving constrained CAG, which works between the greedy mode and the random mode. Based on this framework, we develop a new two-mode meta-heuristic algorithm called TCA\textsuperscript{*}. Our TCA\textsuperscript{*} algorithm employs the influential tabu search [16] in the greedy mode and adapts the random walk heuristic in the random mode. In the greedy mode it prefers to optimize the object function, while in the random mode the algorithm tends to better explore the search space and diversify the search.

We conduct extensive experiments on a broad range of benchmarks to evaluate our TCA\textsuperscript{*} algorithm against two state-of-the-art solvers, including a meta-heuristic search solver CASA [1] and a greedy solver ACTS [8], as well as a recently proposed greedy solver Cascade [9]. The experimental results show that our TCA\textsuperscript{*} algorithm obtains much smaller-sized CA
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than all its competitors on 3-way constrained CAG. Moreover, TCA also performs much better than all its competitors on 2-way constrained CAG. As our TCA algorithm employs the random walk heuristic in the random mode and utilizes tabu search in the greedy mode, we conduct more empirical analysis on the effectiveness of the random walk heuristic and the tabu search. The empirical results indicate the effectiveness of both the random walk heuristic and the tabu search heuristic in the algorithm.

Our main contributions in this paper are summarized as follows.

1) A two-mode meta-heuristic framework for constrained CAG solving, which combines the greedy mode and the random mode in an effective way.
2) A system under test (SUT) is a matrix $M = \langle P, C \rangle$, where $P = \{p_1, p_2, \ldots, p_k\}$ is the set of parameters of the system and $C = \{c_1, c_2, \ldots, c_m\}$ is the set of constraints. The number of parameters $|P|$ is denoted by $k$. The value domain of a parameter $p_i \in P$ is denoted as $D(p_i)$.

Two basic definitions in the CAG problem are tuple and test case, which are formally defined as follows.

**Definition 1** A System under Test (SUT) is $M = \langle P, C \rangle$, where $P = \{p_1, p_2, \ldots, p_k\}$ is the set of parameters of the system and $C = \{c_1, c_2, \ldots, c_m\}$ is the set of constraints. The number of parameters $|P|$ is denoted by $k$. The value domain of a parameter $p_i \in P$ is denoted as $D(p_i)$.

**Definition 2** Given a SUT $M = \langle P, C \rangle$, a tuple $\tau = \{(p_1, v_1), (p_2, v_2), \ldots, (p_k, v_k)\}$ is an assignment to parameters $p_1, p_2, \ldots, p_k$ in $P$, such that parameter $p_i$ takes the value $v_i \in D(p_i)$. A tuple of size $t$ is called $t$-tuple.

**Definition 3** Given a SUT $M = \langle P, C \rangle$, a test case $tc = \{(p_1, v_1), (p_2, v_2), \ldots, (p_k, v_k)\}$ is an assignment to all parameters of $P$, such that parameter $p_i$ takes the value $v_i \in D(p_i)$ (to facilitate our presentations, we allow unassigned parameters in a test case).

For a SUT $M = \langle P, C \rangle$, a tuple or test case is valid if and only if it satisfies all constraints in $C$. A tuple $\tau = \{(p_1, v_1), (p_2, v_2), \ldots, (p_k, v_k)\}$ is covered by a test case $tc = \{(p_1, v_1), (p_2, v_2), \ldots, (p_k, v_k)\}$ if and only if $\tau \subseteq tc$, that is, the parameters in $\tau$ take the identical value as that in $tc$.

**Definition 4** Given a SUT $M = \langle P, C \rangle$, a covering array $CA(M, t)$ is a matrix, each row of which is a valid test case, such that any valid $t$-tuple is covered by at least one of the test case of $CA$, where $t$ is called the covering strength of $CA$.

**Definition 5** Given a SUT $M = \langle P, C \rangle$, a partial covering array (partial-CA) of $M$ is a matrix $\alpha$ of which each row is a valid test case. The cost of a partial-CA $\alpha$, denoted by cost($\alpha$), is the number of uncovered tuples.

Algorithm 1: Two-Mode Framework for Constrained CAG

**Input**: SUT $M = \langle P, C \rangle$, covering strength $t$

**Output**: CA $\alpha^*$

1. $\alpha \leftarrow$ Initialization();
2. $\alpha^* \leftarrow \alpha$;
3. **while** The termination criterion is not met do
4. **if** $\alpha$ is a CA then
5. $\alpha^* \leftarrow \alpha$;
6. remove one row from $\alpha$;
7. continue;
8. **if** With probability $p$ then
9. $\alpha \leftarrow$ Random_Mode();
10. else
11. $\alpha \leftarrow$ Greedy_Mode();

A tuple is covered by a CA if and only if there is at least one test case of the CA that covers the tuple. According to the definitions, there may exist some valid $t$-tuples uncovered by a partial-CA, and CA is a special type of partial-CA that covers all valid $t$-tuples.

Given a SUT $M = \langle P, C \rangle$, the CAG problem is to find a CA as small-sized as possible. When solving this problem, a main procedure of meta-heuristic algorithms is to iteratively modify a partial-CA until it becomes a CA.

**III. THE TCA ALGORITHM**

In this section, we first describe an iterative-improvement two-mode framework for meta-heuristic algorithms. On the basis of this two-mode framework, we design a new meta-heuristic algorithm called TCA. We specify each component of our TCA algorithm, and describe them in detail.

**A. Two-mode iterative-improvement framework**

In the context of a variety of combinatorial problems, such as SAT and MAX-SAT, two-mode heuristic search algorithms usually show effectiveness [11], [12], [13], [14], [15]. These heuristic algorithms usually work between two modes, i.e., the greedy (intensification) mode and the random (diversification) mode. In the greedy mode, they prefer to optimize the object function, in order to obtain good-quality solutions. In the random mode, those algorithms tend to better explore the search space and diversify the search.

In this subsection, we outline a framework of two-mode meta-heuristic for solving the CAG problem in Algorithm 1, as described below.

In the beginning, the framework activates the initialization phase, which generates a CA $\alpha$. After the initialization phase, the algorithm executes the search steps (lines 3–11) until the termination criterion is met. In each step, the framework first checks whether $\alpha$ is a CA or not. If this is the case ($\alpha$ is a CA), the framework first updates $\alpha^*$ and then removes one row from $\alpha$. Otherwise ($\alpha$ is not a CA), the framework switches between
Algorithm 2: Initialization

Input: SUT \( M(P, C) \), covering strength \( t \)
Output: CA \( \alpha \)

1. \( \alpha \leftarrow \emptyset \);
2. \( S \leftarrow \{ \text{all valid } t\text{-tuples} \} \);
3. while \( S \neq \emptyset \) do
   4. Generate a test case \( tc \) whose parameters are all unassigned;
   5. \( \tau \leftarrow \text{pick a tuple } \in S \text{ randomly} \);
   6. Assign the values of \( \tau \) to the corresponding parameter of \( tc \);
   7. \( S = S - \{ \tau \} \);
   8. while \( tc \) has unassigned parameters do
      9. \( p \leftarrow \text{the unassigned parameter with the smallest index in } tc \);
      10. \( U(p) \leftarrow \text{the set of unvisited values of } p \) which are compatible with assigned parameters in \( tc \);
      11. if \( U(p) \neq \emptyset \) then
         12. Assign the value \( v \in U(p) \) to \( p \) such that \( tc \) covers the most tuples in \( S \);
         13. Remove these tuples from \( S \);
         14. Mark \( v \) as visited;
      15. else
         16. Backtrack to the parameter which was assigned last time;
         17. Push back the corresponding removed tuples into \( S \);
   18. Insert \( tc \) into \( \alpha \);

the greedy mode and the random mode, devoting to modifying \( \alpha \) to become a CA: with a probability \( p \), the framework works in the random mode; otherwise (with a probability \( 1 - p \)), the framework works in the greedy mode.

B. Constraints handling

As we mentioned in Section I, a great deal of constraints exist in a broad range of real-world applications. Algorithms ignoring these constraints may generate a CA which contains invalid test cases, and this phenomenon may lead to inaccurate test planning and wasted effort [5].

The method to handle constraints in our TCA algorithm is straightforward and simple. Whenever our algorithm assigns values to the parameters of a test case, our algorithm invokes a well-known SAT solver \( \text{MiniSAT} \) [17] to determine whether the combinations of values of parameters in the test are compatible or not. By encoding the test case and the input constraints together as a boolean formula, both the input constraints and the implicit constraints can be detected by \( \text{MiniSAT} \). We would like to note that this approach of using SAT solvers to handle constraints is first proposed by Cohen et al. [5], and then adopted in Garvin et al. [1]. Particularly, our TCA algorithm uses the same version of \( \text{MiniSAT} \) as \( \text{CASA} \) [1] does.

C. Initialization

The initialization function (Algorithm 2) in the TCA algorithm constructs an initialized CA to cover all valid \( t \)-tuples.

Algorithm 3: Tabu_Search

Input: partial-CA \( \alpha \), set of tuples \( S \)
Output: partial-CA \( \alpha \)

1. \( \tau \leftarrow \text{pick a tuple } \in S \text{ randomly} \);
2. if \( \alpha(\tau, T) \neq \emptyset \) then
   3. \( \alpha \leftarrow \text{the partial-CA with the smallest cost from } \alpha(\tau, T) \);
   4. Update \( S \);
else
   5. Select a row \( \tau \) in \( \alpha \), such that \( \text{cost}(\alpha) \) would be smallest after assigning the value of \( \tau \) to the corresponding parameters of \( r \);
   6. Assign the value of \( \tau \) to the corresponding parameters of \( r \);

It is in essence a simple one-test-at-a-time greedy construction which is similar to \( \text{AETG} \) [6], [5]. We describe it as follows.

In the beginning, the algorithm generates all \( t \)-tuples (\( t \) is the requiring coverage strength), and uses the SAT solver \( \text{MiniSAT} \) to filter out all invalid tuples. We use \( S \) to denote the set of uncovered valid \( t \)-tuples.

After that, the algorithm executes a loop (lines 3–18) to construct a CA. Each iteration of the loop generates a row, i.e., test case, using a greedy heuristic. To construct a test case, our algorithm first randomly selects a tuple \( \tau \in S \), and assigns the value of the tuple to the corresponding parameters of the test case, making the tuple covered by the test case. For the rest parameters that remain unassigned, the algorithm sequentially assigns to each of them a value greedily, which should be compatible with the previously assigned parameters. To this end, we employ a backtracking routine. Specifically, let \( U(p) \) denote the set of unvisited compatible values of parameter \( p \). For each unassigned parameter \( p \) under consideration, if \( U(p) \) is not empty, \( p \) is assigned with a value in \( U(p) \) such that the most uncovered tuples would be covered by this assignment (lines 11–14), and the value is marked as visited. Otherwise, the algorithm backtracks (lines 15–16).

D. The greedy mode

As it is mentioned before, the scheme of the algorithm is to modify a partial-CA \( \alpha \) iteratively until it becomes a CA and then removes one row from \( \alpha \) leaving some valid \( t \)-tuples uncovered. The algorithm repeats this procedure until the time budget is reached.

As for search strategies in the greedy mode, we employ the tabu search approach which is originally stated in Nurmela [16]. In this subsection, we strengthen the tabu search by combining it with the constraint handling capability.

Before describing the details of the greedy mode, several definitions and notations (tabu cell, neighbors of a partial-CA, and neighbors of a partial-CA with respect to a tuple) are presented below for better understanding of the algorithm.

Definition 6 For a partial-CA \( \alpha \), its cell at row \( r \) and column \( c \) is denoted as \( \alpha[r, c] \). A cell is called a \( T \)-tabu cell if and
The algorithm assigns the value of the tuple to the chosen row, making it cover the tuple. For the rest parameters of this row, the algorithm assigns to them a random value in their value domains respectively (lines 6–12 in Algorithm 4). This is accomplished by a backtracking routine, which is similar to that in the Initialization function.

As in the Initialization function, it is possible that there is no compatible value for the parameter assigning. In this case, the algorithm needs to backtrack and choose another value for the parameter lastly assigned.

**F. The description of TCA**

In this subsection, we summarise all the components of the algorithm described above, and based on them we propose the TCA algorithm. We outline the pseudo-code of the TCA algorithm in Algorithm 5 and describe it as follows.

In the beginning, TCA calls the Initialization function to construct a CA, which works in a row-by-row fashion and employs greedy strategies.

After that, TCA executes the search steps until the time budget is reached. During the search process, TCA switches between two mode, that is, the greedy mode and the random mode. With a probability $p$, TCA works in the random mode; otherwise (with a probability $1 - p$), TCA works in the greedy mode.

In the random mode, TCA selects an uncovered valid $t$-tuple $\tau$ and a row of the partial-CA $\alpha$ randomly. Then TCA wipes the values of the row and assigns the row according to tuple $\tau$. For each of the unassigned parameter in the row, TCA assigns the parameter with a random value from its value domain, as long as the constraints are not violated; if there is not any valid value in the value domain of the parameter, the algorithm needs to backtrack and choose another value for the parameter lastly assigned.

In the greedy mode, TCA employs a tabu search based heuristic. The algorithm selects an uncovered valid $t$-tuple $\tau$ and then modifies $\alpha$ to its neighbor $\in N(\alpha, \tau, T)$ with lowest cost, breaking ties randomly. If $N(\alpha, \tau, T)$ is empty, TCA picks a row and modifies it to cover tuple $\tau$ with a greedy strategy (which brings the most decrease on the cost of $\alpha$).
IV. EXPERIMENTS

In this section, we conduct extensive experiments on a broad range of benchmarks to evaluate the effectiveness of our TCA algorithm. We first present the research questions in our experiments. Then we introduce the benchmarks, the state-of-the-art competitors and experimental preliminaries about our experiments. Finally, we present the experimental results and give some discussions about the empirical results.

A. Research Questions

The primary target of this paper is to push forward the state-of-the-art performance on 3-way constrained CAG solving. Therefore, the first research question in our experiments is:

**RQ1:** How does our TCA algorithm compare against the state-of-the-art solvers on 3-way constrained CAG?

Our TCA algorithm switches between two modes (i.e., the random mode and the greedy mode). In the random mode, TCA employs the random walk heuristic, while in the greedy mode, it utilizes the tabu search heuristic. Thus, two natural questions are to study the effectiveness of the random walk heuristic and the tabu search heuristic in the algorithm.

**RQ2:** How does our TCA algorithm compare with the alternative version which works without the random walk heuristic?

**RQ3:** How does our TCA algorithm compare with the alternative version which works without tabu search?

Although our TCA algorithm is developed with the aim of solving 3-way constrained CAG, it can also be used to solve $t$-way constrained CAG for any $t$. Thus, it is also interesting to evaluate TCA on 2-way constrained CAG, which is the other most commonly studied constrained CAG problem.

**RQ4:** How does our TCA algorithm compare against its state-of-the-art solvers on the 2-way constrained CAG problem?

B. Benchmarks

The benchmarks we use are the same as those used in Garvin et al. [1] for evaluating mAETG and CASA. All the benchmarks are available online.$^1$

There are 35 benchmarks, five of which are extracted from the nontrivial real-world highly-configurable systems, including:

- SPINV, the verifier-form of SPIN, which is a widely used publicly available model checking tool.
- SPINS, the simulator-form of SPIN.
- GCC, the GNU Compiler Collection including front ends for C, C++, Objective-C, Fortran, Java, Ada, and Go, as well as libraries for these languages (libstdc++, libgcc, etc.).
- Apache Http Server, a well-known open-source HTTP server for modern operating systems including UNIX and Windows NT.
- Bugzilla, a “Defect Tracking System” or “Bug-Tracking System” to keep track of outstanding bugs in developers’ product effectively.

The rest 30 benchmarks were generated synthetically from the characteristics of the abundance, type, and complexity of constraints found in the five real-world systems described above. For the more details about the benchmarks, the readers could refer to Cohen et al. [18]. We also note that in our experiments, we put more focus on 3-way benchmarks, as meta-heuristic solvers outperform other kinds of solvers on 2-way benchmarks but their performance on 3-way is still not satisfactory [8].

C. The State-of-the-art Competitors

We compare our TCA algorithm against three state-of-the-art constrained CAG solvers, namely CASA [1], ACTS [8] and Cascade [9]. CASA is a meta-heuristic algorithm while ACTS and Cascade are greedy construction algorithms.

CASA [1] is a state-of-the-art constrained CAG algorithm evolved from a simulate-annealing (SA) algorithm [19]. Since its introduction [19], there have been quite a few improvements on the original SA algorithm, and CASA stands out as the best-performing algorithm for constrained CAG in terms of the size of CA.

ACTS [8] is improved from an efficient greedy construction algorithm named IPOG [20]. It introduces three techniques to improve the performance of constraint handling, and the experimental results in the literature [8] show that the runtime has been improved by one or two orders of magnitude. Moreover, ACTS is able to perform significantly better for systems with more complex constraints. It is worth noting that the time consuming cost by ACTS for generating CA for constrained CAG is quite small compared to other algorithms.

Cascade [9] is a recently proposed constrained CAG solver and is a one-test-at-a-time solver which uses pseudo-Boolean optimization to generate each new test case. It utilizes a self-adaptive stopping mechanism to stop the optimization process when the solution is good enough and finding better solutions becomes hard. The authors of Cascade conducted extensive experiments in the literature [9], and they claimed that Cascade works fine on existing benchmarks and outperforms existing approaches when handling massive constraints.

D. Experimental Settings

Our TCA algorithm is implemented in C++, and compiled by g++ with the option ‘-O2’. There is a parameter $p$ in our TCA algorithm. In our experiments, $p$ is set to 0.001 (in Algorithm 5) and the tabu tenure $T$ is set to 4 (in Algorithm 3) according to our preliminary experiments. The source code of TCA is available online.$^2$

CASA$^3$ is also implemented in C++, but is compiled by g++ without any optimization options according to the makefile in the source code online. In order to make the empirical comparisons fair, we modify the makefile of CASA to make it

---

$^1$http://cse.unl.edu/~citportal/public/tools/casa/benchmarks.zip

$^2$https://github.com/leiatpku/TCA

$^3$http://cse.unl.edu/~citportal/
TABLE I. EXPERIMENTAL RESULTS OF TCA, CASA AND ACTS FOR 3-WAY CONSTRAINED CAG ON ALL TESTING BENCHMARKS. WE DO NOT REPORT THE EXPERIMENTAL RESULTS OF CASCADE BECAUSE IT BECOMES VERY SLOW ON OUR MACHINE DUE TO ITS MEMORY PROBLEM.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>TCA</th>
<th>CASA</th>
<th>ACTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg (min)</td>
<td>avg_time</td>
<td>#succ.</td>
</tr>
<tr>
<td>benchmark_apache</td>
<td>155.6 (153)</td>
<td>923.8</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_bugzilla</td>
<td>48.0 (48)</td>
<td>9.8</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_gcc</td>
<td>83.0 (81)</td>
<td>883.1</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_spins</td>
<td>80.0 (80)</td>
<td>5.6</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_spinv</td>
<td>202.9 (201)</td>
<td>245.8</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_1</td>
<td>255.2 (253)</td>
<td>856.7</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_2</td>
<td>143.3 (141)</td>
<td>499.4</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_3</td>
<td>50.9 (50)</td>
<td>99.6</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_4</td>
<td>80.0 (80)</td>
<td>78.3</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_5</td>
<td>408.6 (393)</td>
<td>996.0</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_6</td>
<td>99.8 (98)</td>
<td>244.8</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_7</td>
<td>27.0 (27)</td>
<td>292.9</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_8</td>
<td>268.6 (265)</td>
<td>847.5</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_9</td>
<td>60.0 (60)</td>
<td>20.8</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_10</td>
<td>321.7 (311)</td>
<td>991.4</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_11</td>
<td>285.5 (282)</td>
<td>878.1</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_12</td>
<td>237.1 (230)</td>
<td>960.1</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_13</td>
<td>181.9 (180)</td>
<td>791.3</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_14</td>
<td>216.0 (216)</td>
<td>155.1</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_15</td>
<td>150.0 (150)</td>
<td>149.8</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_16</td>
<td>96.0 (96)</td>
<td>224.0</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_17</td>
<td>229.5 (225)</td>
<td>896.0</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_18</td>
<td>303.6 (295)</td>
<td>940.3</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_19</td>
<td>491.5 (478)</td>
<td>990.2</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_20</td>
<td>508.3 (487)</td>
<td>982.5</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_21</td>
<td>216.0 (216)</td>
<td>78.3</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_22</td>
<td>144.0 (144)</td>
<td>45.9</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_23</td>
<td>36.0 (36)</td>
<td>4.2</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_24</td>
<td>301.8 (298)</td>
<td>890.8</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_25</td>
<td>394.5 (380)</td>
<td>984.5</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_26</td>
<td>169.6 (167)</td>
<td>697.4</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_27</td>
<td>180.0 (180)</td>
<td>51.5</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_28</td>
<td>504.0 (494)</td>
<td>985.0</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_29</td>
<td>125.2 (125)</td>
<td>723.7</td>
<td>10</td>
</tr>
<tr>
<td>benchmark_30</td>
<td>73.3 (73)</td>
<td>375.1</td>
<td>10</td>
</tr>
</tbody>
</table>

| #cnt. | 31 | 0 | 4 |

compiled with the same optimization level as our TCA algorithm does, i.e., the ’-O2’ option. For ACTS\(^4\) and Cascade\(^5\), we use the default settings for them.

All experiments are carried out on a machine with Intel Core i7 2.7 GHz CPU and 15.6 GB memory under Linux. To evaluate the performance of TCA, we compare it against the three state-of-the-art solvers on the benchmarks described in Section IV-B for generating 2-way and 3-way CAs.

\(^4\)http://barbie.uta.edu/~fduan/ACTS/release_v2.92/
\(^5\)The source code is kindly provided by its authors.

For both 2-way constrained CAG and 3-way constrained CAG, we run ACTS one time and other solvers 10 times on each of the 35 benchmarks. The reason why we run ACTS only one time is that ACTS is a deterministic algorithm [8], i.e., its empirical behaviors are always identical on the same benchmark. For each run of each solver, the cutoff time is set to 1000 CPU seconds, which is utilized by testing heuristics for classic NP-hard problems, such as Boolean satisfiability, maximum satisfiability as well as minimum vertex cover.

For each solver on each benchmark, we report the smallest size (‘min’) and averaged size (‘avg’) of CA found by the
solving a solver over the 10 runs. In addition, for each solver on each benchmark, we report the averaged time ("avg_time") used for finding the resulted CAs. If a solver fails to find a CA within the cutoff time, we regard this run as failed and ignore this run when calculating the "avg_time" and "avg_size". We also report the number of successful runs (out of 10 runs) for each solver on each benchmark as "#suc." If a solver fails in all 10 runs, we mark "min", "avg" and "avg_time" as "N/A". For each solver, we report the number of benchmarks (out of 35 benchmarks) as "#cnt." where it obtains the smallest average size. For each benchmark, the results in the bold font indicate the best performance.

### E. Experimental Results

In this subsection, we present experimental results and conduct some analyses to answer the research questions mentioned in Section IV-A.

**Experiments on comparing TCA against its state-of-the-art competitors for 3-way constrained CAG (RQ1):** Table I presents the experimental results of our TCA algorithm and its state-of-the-art competitors (CASA and ACTS) for 3-way constrained CAG on all testing benchmarks. We do not report the experimental results of Cascade because it becomes very slow on our machine due to its memory problem. As
can be clearly seen from Table I, our TCA algorithm stands out as the best solver on generating small-sized CA. We first focus on the comparison between TCA and the state-of-the-art meta-heuristic algorithm CASA: on all 35 benchmarks, the averaged size of CAs generated by our TCA algorithm is much smaller than that by CASA, indicating that the performance of TCA exceeds the current state-of-the-art performance of meta-heuristic algorithms for 3-way constrained CAG. When it comes to the comparison between TCA and the state-of-the-art greedy construction algorithm ACTS, on all 35 benchmarks, our TCA algorithm is able to generate smaller-sized CA on 31 benchmarks. It is not surprising that the run time of TCA is longer than that of ACTS, because it is well acknowledged that greedy construction algorithms are much faster than meta-heuristic algorithms [1], [21]. We consider that our TCA algorithm could cooperate well with ACTS by employing ACTS as the initialization function, which may yield further improvements. Particularly, on those five real-world benchmarks (benchmark_apache, benchmark_bugzilla, benchmark_gcc, benchmark_spins, benchmark_spinv), our TCA algorithm generates much smaller-sized 3-way CA compared to CASA and ACTS, which indicates that TCA might be beneficial in practice. We also observe that, even we filter out the redundant rows of CAs generated by CASA, the results
of CASA can be enhanced on only 4 benchmarks, and those results are still much worse than that of TCA.

Empirical analyses of the effectiveness of the random walk and tabu search in TCA (RQ2, RQ3): To illustrate the effectiveness of the random walk heuristic and the tabu search heuristic in our TCA algorithm, we modify TCA to work without the random walk heuristic (i.e., by setting the probability $p$ to 0), resulting in an alternative version named $TCA_{alt1}$, and to work without tabu search, (i.e., by setting the tabu tenure $T$ to 0), resulting in an alternative version called $TCA_{alt2}$. We conduct experiments to compare TCA with $TCA_{alt1}$ and $TCA_{alt2}$ for 3-way constrained CAG on all testing benchmarks, and the related experimental results are summarized in Table II. In regard of the comparison between TCA and $TCA_{alt1}$, TCA achieves the best performance on 28 benchmarks, while the number is only 16 for $TCA_{alt1}$, indicating that the random walk heuristic is able to improve the robustness of the algorithm. When it comes to the comparison between TCA and $TCA_{alt2}$, TCA is able to generate smaller-sized or equal-sized 3-way CAs compared to $TCA_{alt2}$, which demonstrates the effectiveness of the tabu search heuristic. These indicate that the random walk heuristic and the tabu search heuristic are able to improve the robustness of the algorithm.

Experiments on comparing TCA with its state-of-the-art competitors for 2-way constrained CAG (RQ4): Because our TCA algorithm exceeds the current state-of-the-art performance on 3-way constrained CAG solving, it is very interesting to investigate the performance of TCA for 2-way constrained CAG solving. For this purpose, we conduct additional experiments to evaluate our TCA algorithm with its state-of-the-art competitors (i.e., CASA, Cascade and ACTS) for 2-way constrained CAG on all testing benchmarks. The experimental results are reported in Table III. As can be seen from Table III, it is clear that our TCA algorithm stands out as the best solver in this comparison. It achieves the best performance in terms of both average size and minimum size of generated CAs on all the 35 benchmarks, pushing the state of the art in solving 2-way constrained CAG. Also, on those five real-world benchmarks, our TCA algorithm decreases the average size on all of them, which demonstrates that TCA might be beneficial in practice.

Summary on experiments: In this section, we conduct extensive experiments to evaluate our TCA algorithm against a state-of-the-art meta-heuristic algorithm CASA and a state-of-the-art greedy construction algorithm ACTS as well as a recently proposed greedy construction algorithm Cascade for 3-way constrained CAG and 2-way constrained CAG on a broad range of testing benchmarks. The experimental results indicate that our TCA algorithm exceeds the current state-of-the-art performance on both 3-way constrained CAG solving and 2-way constrained CAG solving. Also, our TCA algorithm is able to decrease the average size of generated CA on real-world benchmarks compared to its competitors, which confirms that our TCA algorithm might be beneficial in practice. Note that we also tested TCA on 4-way CAG benchmarks and found that such benchmarks remain challenging for TCA. Nevertheless, since our solver does not exploit any structure of 2-way and 3-way benchmarks, it is possible to improve it for higher way benchmarks.

V. RELATED WORK

Combinatorial interaction testing (CIT) has been extensively studied for the last 20 years and is one of the most important research domains of software engineering. Many classic works on CIT can be found in the survey by Nie and Leung [4]. Many theoretical and practical aspects of CIT are covered by Kuhn et al. [22]. The book by Zhang et al. [21] reviews the state-of-the-art CAG methods for combinatorial testing.

There are plenty of methods for solving CAG (including unconstrained and constrained versions). Each of them can be roughly classified into one of the four main groups: greedy algorithms, heuristic search algorithms, mathematical method, and using constraint solvers.

Greedy algorithms are the most widely used method for solving CAG. There are two main classes of greedy algorithms, that is, one-test-at-a-time algorithm and in-parameter-order (IPO) algorithm. The former one generates test cases one-by-one until all the valid tuples are covered. The principle for generating each new test case is usually to cover as many as possible uncovered valid $t$-tuples. The well-known algorithm AETG (Automatic Efficient Test Generator) is the first that uses the one-test-at-a-time strategy [6]. A generic framework of the AETG-like algorithm was introduce in Bryce et al. [23].

A number of variations of AETG were proposed later on [24], [25], [26], [27], [28], [9]. It is worth noting that the initialization phase of our algorithm TCA is actually a simple one-test-at-a-time procedure. On the other hand, the IPO algorithm begins by generating a small CA which involves the first $t$ parameters only, and then extends the CA by considering one more parameter in each iteration. The extension process consists of two stages which extends the small CA horizontally and vertically, respectively. The IPO strategy was first propose by Lei and Tai [7] for solving 2-way CAG, and was later generalized as an in-parameter-order-general (IPOG) framework [20] for solving $t$-way CAG. There are also a number of variations of the IPO algorithm [29], [30], [31], [32], [33], [34].

Heuristic search algorithms usually begin with a partial-CA and then apply a series of transformations to it until all valid $t$-tuples have been covered. Usually, once a CA has been constructed, the algorithm will go on to find another CA of smaller size. This group of algorithms include hill climbing, greet flood, tabu search [16], [35], [36], simulated annealing (SA) [37], [38], [19], genetic algorithm [39], [40], etc.

Tabu search approach has also been utilized by Hernandez et al. [36]. Their algorithm uses a mixture of three neighborhood functions. Each of these functions has been assigned a probability to be selected by the algorithm. This algorithm is designed to solve CAG without constraints, that is, it can not be use to generate CA when constraints exist.

To cover as many $t$-tuples as possible in the earliest tests, Bryce et al. [35] use a one-test-at-a-time greedy algorithm to initialize test cases, and then apply heuristic search to increase the number of $t$-tuples covered in each test. Tabu search is one of the heuristic search approach they study. However, the goal of their algorithm differs from ours in that they aim at rapid $t$-tuple coverage instead of smallest CA.
Our TCA algorithm is also a meta-heuristic search algorithm. In fact, the greedy mode of our algorithm is based on the tabu search proposed by Nurmela [16]. We would like to note that there is no publicly available implementation of Nurmela’s approach [16] and the original tabu search algorithm can not be used to solve CAG with constraints. Our algorithm enhances it with the capability of handling constraints. Moreover, to avoid being stuck in local optima and to better explore the search space, TCA works in the random walk with a probability \( p \). Different from the algorithms beginning with a partial-CA whose size is ordinarily estimated, our TCA algorithm uses a construction procedure to generate an initialized CA, usually of smaller size.

The third group is mathematic method which has two kinds of flavors. The first one is based on the mathematical function, and it is generally an extension of the mathematical methods for constructing orthogonal arrays [4], [21]. The other one is based on a recursive construction process that builds a larger CA from smaller ones [41], [42]. Compared to the former two groups, the mathematic method can construct small-sized CAs for some specific benchmarks within extremely short time. However, it can only apply to those benchmarks which comply with certain restrictions.

In addition to the first three groups of algorithms which solve CAG directly, there is another way to generate CAs. Banbara et al. [43] and Yamada et al. [44] encode the CAG problem into the SAT problem and using constraint solver to solve it. These algorithms can benefit from the powerful capacity of current constraint solvers, while the main challenge is to design an effective way that transforms CAG to CSP. It is worth noting that the Calot solver proposed by Yamada et al. achieves very good results for 2-way CAG, particularly, for more than half of the 35 benchmarks it obtains the smallest CAs and proves the optimality within reasonable time [44]. Nevertheless, 3-way CAG is still a challenge of Calot [44]. On the contrary, our TCA algorithm solves CAG without encoding procedure. Therefore, it can make use of the structural information of the problem directly. The size of generated CAs of TCA is comparable to that of Calot for 2-way benchmarks. Moreover, TCA can solve 3-way CAG efficiently.

Recently, Jia et al. propose a CAG algorithm HHSA using hyperheuristics search [45]. The algorithm consists of two layers to generate CAs. The outer layer is a Simulated Annealing algorithm, while the inner layer uses a reinforcement learning agent to search for the best candidate operators for the outer layer heuristics in the current problem state.

With regards to constraints handling, Cohen et al. utilized a SAT solver to enhance an AETG-like CAG algorithm for dealing with constraints [18]. The algorithm exploits the history of the SAT solver to improve its performance, and hence is tightly coupled with the SAT solver. Garvin et al. [1], [10] integrated a SAT solver into their SA algorithm to check whether each modification of partial-CA violates the constraints. It was found that the original SA algorithm does not couple well with the constraints handling capability in terms of effectiveness. Therefore, several improvements have been made to the original SA algorithm, resulting in the well-known algorithm CASA. In this work, the integration of a SAT solver to the algorithm is straightforward and simple, and the experimental results reveal that the algorithm couples well with the constraint handling capability. Unlike the AETG-like algorithms mentioned above, CASA and TCA are independent from the SAT solver and thus can use another kind of constraint solver to check the validation of each step. For the more details about constraint handling, the readers could refer to Grindal et al. [46], which investigates four different kinds of constraint handling methods and provides a good guideline on when to use each method.

Two-mode framework has shown its success in solving NP-hard problems such as the Boolean satisfiability (SAT) problem [11], [12], [13] and the maximum satisfiability (MAX-SAT) problem [14], [15], resulting in a number of state-of-the-art heuristic algorithms. This inspires us to utilize the two-mode framework for constrained CAG. Extensive experimental results reveal that such a framework is effective in the constrained CAG problem.

Search based software engineering [47] uses meta-heuristic search techniques, such as genetic algorithms, simulated annealing and tabu search, to solve software engineering problems. These problems, such as test case generation [48], program refactoring [49], prioritization for regression testing [50], and module clustering [51], can usually be modeled as optimization problems. Then meta-heuristic search techniques can be used to find near-optimal solutions. In a broader sense, our work belongs to this kind of research.

VI. CONCLUSIONS AND FUTURE WORK

In this work, we propose a two-mode meta-heuristic framework for 3-way constrained CAG solving. Based on this framework, we develop an efficient meta-heuristic algorithm called TCA. Experimental results on a broad range of benchmarks show that our algorithm TCA can generate CAs with obviously smaller size than state-of-the-art algorithms including a meta-heuristic algorithm CASA and a greedy construction algorithm ACTS, as well as a recently proposed greedy construction algorithm Cascade.

As the generated CAs by our algorithm are used for combinatorial interaction testing, we would like to learn the fault-detection capability of the test cases generated based on our TCA. It is worth noting that our TCA algorithm can be used to solve t-way constrained CAG for any t, so it would be interesting to follow the work proposed by Petke et al. [52] to investigate the efficiency of our TCA algorithm in generating higher-strength CAs. On the other hand, since two-mode framework has shown its effectiveness for this problem, we wonder whether it can also work effectively in solving other search based software engineering problems (program refactoring, prioritization for regression testing, etc).
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